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The global LFP would affect the local LFP and the local BOLD signal, which 
acts as a high-dimensional confounder for the local HRF estimation.

Double ML can remove the effect of global LFP for the unbiased estimation, 
compared to the naive regression method.



Introduction: From LFP to BOLD
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Introduction: Modelling HRF
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y(t): local BOLD at time t
s(t): local LFP at time t
h(t): hemodynamic response at time t

β_i: regression coefficients
g_i: basis functions
Assumed B basis function in total.



Introduction: In the Present of Confounder
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Y(t) = h_p * (X(t) . a^T) + h_l * (L(t)) + noise_1
L(t) = h_q * (X(t) . b^T) + noise_2

a^T: coefficients for h_p link
b^T: coefficients for h_q link

noise_1: additional noise of local BOLD
noise_2: additional noise of local LFP



Introduction: Partially Linear Regression (PLR)
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Y: outcome variable
L: treatment variable (low-dimension)
X: confounder (high-dimension)

U: noise for Y
V: noise for L

θ0: interested parameters
g0 and m0: nuisance parameters
Some hidden functions, could be constant or nonlinear

Y = θ0(L) + g0(X) + U
L = m0(X) + V

E [U | X, L] = 0
E [V | X] = 0



Method: Naive Regression

Regress Y by using L and X, and get the predicted Y:
መ𝜃0(L) + ො𝑔0(X) 

For example, using alternating minimization:
(1) Given an initial guess of ෠𝜃0()
(2) Regress Y- ෠𝜃0(L) on X to fit ො𝑔0() by random forest
(3) Regress Y-first_fitted_ ො𝑔0(X) on L to fit updated ෠𝜃0() 
(4) Repeat (2) and (3) until convergence to get final ෠𝜃0() and ො𝑔0()

Didn’t use the information from L = m0(X) + V;
Based on the moment condition:  E[(Y-θ0(L)-g0(X))L] = 0.



Method: Naive Regression is Bad

Good Prediction Performance, but Bad Causal Parameter 𝜽𝟎 Estimation. 
The distribution of ෠𝜃0-𝜃0 looks like this:



Method: Two Sources of Bias from ML

(1) Bias from Regularization
(2) Bias from Overfitting



Method: Double ML

Regress Y and L by using X, and get the predicted Y and L:
መ𝑙0(X) = ෠𝐸[Y|X]
ෝ𝑚0(X) = ෠𝐸[L|X]

Frisch-Waugh-Lovell (1930s) style
(1) Get ෠𝐸[Y|X] and ෠𝐸[L|X] by using random forest
(2) Compute the residuals: ෡𝑊 = Y - ෠𝐸[Y|X] and ෠𝑉 = L - ෠𝐸[L|X]
(3) Regress ෡𝑊 on ෠𝑉 to fit the ෠𝜃0() 

Use the information from L = m0(X) + V;
Based on the moment condition: E[((Y-E[Y|X])-θ0(L-E[L|X])) (L-E[L|X])] = 0



Method: Double ML is Good

The distribution of ෠𝜃0-𝜃0 looks like this now:



Method: Deal with Two Sources of Bias from ML

(1) Correct Regularization bias by Neyman Orthogonal Structure.
(2) Correct Overfitting bias by Sample Splitting with cross-fitting for efficiency.



Method: Sample Splitting with cross-fitting

Fit nuisance functions:
ො𝑔0, ෝ𝑚0, መ𝑙0

Fit interested function:
መ𝜃0

Sample splitting: randomly partition the data into two subsets

Fit interested function:
መ𝜃0

Fit nuisance functions:
ො𝑔0, ෝ𝑚0, መ𝑙0

Cross-fitting: 
average two estimated መ𝜃0
for the final estimated መ𝜃0



Method: EconML toolbox 

https://www.microsoft.com/en-us/research/project/econml/



Method: Conditional Average Treatment Effect (CATE)

https://econml.azurewebsites.net/spec/api.html



Method: Conditional Average Treatment Effect (CATE)

https://econml.azurewebsites.net/spec/api.html



Method: Estimation Methods

Estimation: 
• Double Machine Learning (DML)
• Doubly Robust Learning
• Forest Based Estimators
• Meta-Learners

Inference: 
• Bootstrap Inference
• OLS Inference
• Debiased Lasso Inference
• Subsampled Honest Forest Inference



Method: Double Machine Learning (DML)



Method: DML Example

https://github.com/microsoft/EconML/tree/master/notebooks



Method: DML Example



Method: DML Example


